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Outline

Main areas of activity

 Security

 Oracle Database Virtualization

 Joint Software Testing Program (mostly 11.2 

database for the past 6 months)

 Monitoring

 Web applications monitoring using EM / beacons

 Database policies



Acronyms

 CERN ELFms (Extremely Large Fabric 

management system)

 Quattor (System installation and configuration 

toolsuite)

 Syscontrol (Management and Inventory)
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Security and Databases

 Use OS firewall (iptables) to protect our data. 

Another security layer.

 Need to build rules for RACs which run 

complex environments and are very sensitive, 

using several network interfaces  Extensive 

testing

 Need to change Quattor ncm-iptables 

component

 Also provides a log of “inappropriate” 

accesses
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Firewall Automatic Generation
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OracleVM at CERN

 Need to integrate OracleVM within CERN 

ELFms

 Central Linux installation (PXE) + Quattor
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-Manual installation:

OVM + packages ≈ 1-3 h

- Whole automatic installation ≈ 

20 min



OracleVM Future work

 Integration of OracleVM as host already done.

 Integrate the installation of the guest hosts using 
CERN ELFms

 Installation of the Oracle Database on guest hosts 
using Quattor

 Special thanks to OracleVM experts from Oracle:
 Chris Barclay

 Adam Hawley

 Madhup Gulati

for their help

CERN openlab – 2009



CERN openlab – 2009 9

Outline

Main areas of activity

 Security

 Oracle Database Virtualization

 Joint Software Testing Program (mostly 

11.2 database for the past 6 months)

 Monitoring

 Web applications monitoring using EM / beacons

 Database policies



Data Guard in a nutshell

 What is Data Guard?

 It’s a technology that establishes and maintains 

secondary "standby databases" as 

alternative/supplementary repositories to 

production "primary databases".

 Physical standby (Redo Apply)

• Replicates the exact contents of its primary database 

across the Oracle Net network layer.

 Logical standby (SQL Apply)

• Convert the redo generated at the Primary database 

into data and SQL and then re-apply those SQL 

transactions on the Logical standby.
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Physical Standby

Logical Standby

Data Guard in a nutshell
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Data Guard – 11g

 High Interest on this technology

 Disaster recovery solution

 Offload primary database:

• Backups can be done on the physical standby

• Physical Standby can be used for read-only queries 

(11g only) i.e. reporting, data warehouse apps, lengthy 

queries,… 

• Several use cases already identified for the “active 

dataguard” including CASTOR name server… 

 Hardware migration solution
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DataGuard: automatic block recovery 11gR2

CERN openlab – 2009 13

Primary Standby

redo 

transport

redo 

transport

Primary Standby

User completes its query. It doesn’t get: 

ORA-01578: ORACLE data block 

corrupted



11gR2

 Access to binaries via Oracle Joint Software 

testing program

 High interest on new features

 Already 2 applications designed based on 11g 

new features

 Features (full report provided to Oracle)
 Active duplication 

 Automatic block recovery

• Primary  Standby 

• Primary Standby       in progress

 DUPLICATE Without Connection to Target Database 

 Configurable Real-Time Query Apply Lag Limit 

 Direct NFS better performance vs Kernel mounts 
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OEM – Service tests and beacons

 OEM has been migrated to version 10.2.0.5

following the intensive pre-release testing 

and feedback (with some highlight on the 

benefits)

 The virtualization console has been 

intensively tested in the pre-release. This 

work was mentioned in the Oracle press

release.

 Enable the use of web transactions

monitoring.
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OEM – Service tests and beacons

 AIM: We need to extend the monitoring 

provided by Lemon in aspects like the web 

transactions.

 Decided to take profit of OEM Services

 Provided feedback in the CAB (Customer 

Advisory Board)

 Our requirements were included in the last 

release of OEM (10.2.0.5)

 Satisfied with the tests we plan to deploy 

them widely. 



 Steps to follow to create an “EM service”:

 Creation of an “OEM service beacon” (remote piece of 

software that plays back recorded Web transactions or service 

tests for various protocols)

 Creation of an “OEM system” for each CERN service 

to be monitored

 Creation of an “OEM service” for each OEM system

 Creation of a set of “OEM service tests” for each 

CERN service
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 1st Step: Creation of an OEM beacon
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 2nd Step: Creation of an OEM system
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 3rd Step: Creation of an OEM service
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 4th Step: Creation of OEM service tests to 

monitor a CERN service
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 Performed EM service tests – Test types:

 Web Transactions:

SSO: CERN authentication

Form authentication: AIS login

Realm: Tomcat Realm

 JDBC SQL Timing

 LDAP
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 Example of service test – Type Web Transaction
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 Example of service test – Type LDAP
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 Example of service test – Type JDBC SQL Timing

OEM – Service tests and beacons
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Snapshots of OOW presentation



Our Challenge

 Minimize cost of monitoring growing 

architecture

 Provide timely, standardized access to 

meaningful information

 Enable pro-active management & 

problem avoidance

 Identify and remove configuration 

exceptions



Conclusion: Increased productivity

 Furthermore…  Grid control reduces
manpower needs by:

 Providing centralized access to meaningful 
information

 Enforcing compliance with our standards

 Decreasing time consumed by daily operations

 Reducing downtime by pro-active monitoring

 Assisting DBAs in their tuning and performance 
improvement tasks

 …and all with little additional effort even for a 
constantly expanding IT infrastructure



Future

 Beta project around Oracle Weblogic

 Database virtualisation deployment

 11.2 database deployment start
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Outreach

 11.2 testing result

 OOW conference

 UKOUG conference

 Phone conferences on OracleVM and EM

 Swiss Oracle User Group on Oracle 11 

 CERN Computer 
Newsletter article

 Oracle Press release about OEM

management to OVM server
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