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Main areas of activity
= Security
= Oracle Database Virtualization

= Joint Software Testing Program (mostly 11.2
database for the past 6 months)
= Monitoring
= Web applications monitoring using EM / beacons
= Database policies
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» CERN ELFms (Extremely Large Fabric
management system)

= Quattor (System installation and configuration
toolsuite)

= Syscontrol (Management and Inventory)

CERN openlab — 2008 3
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Security and Databases

Use OS firewall (iptables) to protect our data.
Another security layer.

Need to build rules for RACs which run
complex environments and are very sensitive,
using several network interfaces - Extensive
testing

Need to change Quattor ncm-iptables
component

Also provides a log of “inappropriate”
accesses

CERN openlab — 2009 4
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P Firewall configuration for:

-Application servers
-Database servers

7 quattor

Templates
PAM
Language

///o//>

» Code Generation ——»

Syscontrol

]

/ >
|

<//o

| Templates

-

V7

CDBServers
-Installation
-Reboot

ncm-iptables
-Manually

Note: Not auto propagated with every change
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OracleVM at CERN

* Need to integrate OracleVM within CERN

ELFms

= Central Linux installation (PXE) + Quattor

-Manual installation:
OVM + packages = 1-3 h

- Whole automatic installation =
20 min

CERN openlab — 2009
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OracleVM Future work

Integration of OracleVM as host already done.

Integrate the installation of the guest hosts using
CERN ELFms

Installation of the Oracle Database on guest hosts
using Quattor

Special thanks to OracleVM experts from Oracle:

= Chris Barclay
= Adam Hawley
= Madhup Gulati

for their help

CERN openlab - 2009
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Main areas of activity
= Security
= Oracle Database Virtualization

= Joint Software Testing Program (mostly
11.2 database for the past 6 months)

= Monitoring

= Web applications monitoring using EM / beacons
= Database policies
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Data Guard in a nutshell

= \WWhat is Data Guard?

= |t's a technology that establishes and maintains
secondary "standby databases" as
alternative/supplementary repositories to
production "primary databases".

= Physical standby (Redo Apply)

* Replicates the exact contents of its primary database
across the Oracle Net network layer.

= Logical standby (SQL Apply)

« Convert the redo generated at the Primary database
Into data and SQL and then re-apply those SQL
transactions on the Logical standby.

CERN openlab - 2009 10
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%\ e m Data Guard In a| Exactcopy up
o “® to date. Mount
(10g)
CERN 11g Active DG
openlab Delay? Redo Read Only

Apply

Production | ‘I‘
/Primary Broker

Physical Standby

f Continuously
open
Redo SQL
: to SQL Apply

Logical Standby
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= High Interest on this technology
= Disaster recovery solution

= Offload primary database:
« Backups can be done on the physical standby

« Physical Standby can be used for read-only queries
( only) i.e. reporting, data warehouse apps, lengthy
queries,...

« Several use cases already identified for the “active
dataguard” including CASTOR name server...

= Hardware migration solution

CERN openlab — 2009 12
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. d redo
%\Q:reanosport Q A\ Qt(ransport

= 8@ ................................ EEﬂ

Primary Standby

Primary Standby

User completes its query. It doesn’t get:
ORA-01578: ORACLE data block
corrupted

CERN openlab — 2009 13
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= Access to binaries via Oracle Joint Software
testing program

= High interest on new features

= Already 2 applications designed based on 11g
new features

» Features (full report provided to Oracle)
= Active duplication ©
= Automatic block recovery
« Primary &= Standby ©
* Primary == Standby (RN in progress
= DUPLICATE Without Connection to Target Database ©
= Configurable Real-Time Query Apply Lag Limit ©

= Direct NFS better performance vs Kernel mounts ©
CERN openlab — 2009 14
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Main areas of activity
= Security
= Oracle Database Virtualization

= Joint Software Testing Program (mostly 11.2
database for the past 6 months)

= Monitoring

= Web applications monitoring using EM /
beacons

= Database policies
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a7 OEM - Service tests and beacons
CERN
°PeM" « OEM has been migrated to version 10.2.0.5
following the intensive pre-release testing
and feedback (with some highlight on the

benefits)

= The virtualization console has been
Intensively tested in the pre-release. This
work was mentioned in the Oracle press
release.

= Enable the use of web transactions
monitoring.

CERN openlab — 2009



\ » .
N/ m OEM — Service tests and beacons

.l

CERN

openlab

= AIM: We need to extend the monitoring
provided by Lemon in aspects like the web
transactions.

» Decided to take profit of OEM Services

= Provided feedback in the CAB (Customer
Advisory Board)

= QOur requirements were included in the last
release of OEM (10.2.0.5)

= Satisfied with the tests we plan to deploy
them widely.
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= Steps to follow to create an “EM service”:

= Creation of an “OEM service beacon” (remote piece of
software that plays back recorded Web transactions or service

tests for various protocols)

= Creation of an “OEM system” for each CERN service
to be monitored

= Creation of an “OEM service” for each OEM system

= Creation of a set of “OEM service tests” for each
CERN service
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OEM — Service tests and beacons

= 15t Step: Creation of an OEM beacon

ORACLE Enterprise Manager 10¢g § N Setup Prff&r&nc&s_\ Help annp\t
Grid Control Targets Deploviments Compliance lobs REeports

Beacon:

Hosts | Databases | Middleware | Web Applications | Services | Systems | Groups | Virtual Servers | All Targets

J2EEPS beacon

Page Refreshed Sep 21, 2009 5:01:08 PM MEST ( Refresh |

_J Home l Watch Lists f'mmrqeta

j Home

General Properties
Status Up [ Black Qut Proxy Host
Availability (%) 100 Proxy Port
{Last 24 Hours) Do Mot Praxy For Domain
Host ithp08 cem.ch

Alerts
Metric Severity Message Alert Triggered Last Value Last Checked
Mo Alerts found.
Host Alerts
Metric Severity Message Alert Triggered Last Value Last Checked

Mo Alerts found.

Related Links
Past Changes

Watch Lists Monitored Targets
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= 27d Step: Creation of an OEM system

Setup Preferences Help Logou

ORACLE Enterprise Manager 10g
Grid Control

Hosts | Databases | Middleware | Web Applications | Semnices | Systems | Groups | Virtual Servers | All Targets

' Targets Deployments ) Compliance ) Jokbs ) Reports 7

System: J2EEPS system

Page Refreshed Sep 21, 2009 5:02:10 PM CEST (_Refresh ] (_Launch Dashboard )

Home |_ Charts Adminis! Components Topology
General Alerts
Cwner LMORENOL | Aert Histary )
Problem Jobs 0 Severity Current Last 24 hours
Last 7 day=. * 0 0
| Status Histary | @ 0 0
Total 0 0
Elackouts
W Upilo4)
B Metric Collection Error{l4) IE)
Status Submitted to the Group Submitted to any Member
Scheduled ] ]
Active 1} 0
Services Security Policy Violations
Performance Usage Policy Last 24 Hours
Name / Type Status Nert_s Nert_s lea‘!“"S Severity Current Cleared New  Distinct Policies Violated
LZEEPS Generic Service i 00 00 00O x 61 0 0 1
service i 0 0 0 0
. . . i 0 0 0 0
Policy Violations Total 51 0 0 1
Last 24 Hours Security At a Glance
Severity Current Cleared New Distinct Policies Violated
* 61 0 0 1  Critical Patch Advisories for Oracle Homes
A a 0 0 1]
i 0 0 0 0
Total 61 0 0 1

Policy Trend Qverview

Configuration Changes
Configuration changes detected for the last 7 days
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OEM — Service tests and beacons

= 3'd Step: Creation of an OEM service

ORACLE Enterprise Manager 10g ) - - Setup Prefersnces Help Logout
Grid Control Targets Deplovtnents Compliance Jobs Repaorts

Hosts | Databases | Middleware | Web Applications | Semvices | Systems | Groups | Virtual Servers | All Targets

Generic Service: J2ZEEPS service

_j Home [ Charts Test F'erfnrmanc:@am Topology Maonitoring Configuration
Page Refreshed Sep 21, 2009 5:04:32 PM CEST B,

General Performance

ﬁ Status Up (_Black Qut )

Up Since Sep 21, 2009 4:33:44 PM 1400
Last Calculated Sep 21, 2009 4:58:22 PM 1,200
Awailability (%) 70.2 1,200
(Last 24 Hours) 1,100
Performance +
Usage v 1,000
Actual Service Level (%) 74 6963 200
{Last 24 Hours) 00 : - - :
Expected Service Level (%) 85 0000 %33 4:40 445 450 455
Fep 21, 2000 @ Perceived Time per Page (ms)
Key Component Summary Key Test Summary
System  J2EEPS system (Topology Test/ Test Type Status| Alerts|
Status k@ 14 1 104 containers hosting using apps ~ Web Transaction i) 00

Alerts ®x g Mo

All Service Alerts

View |All Senice Alerts v

Target Name Target Type Severity Alert Triggered Message
(Mo alerts)
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= 4% Step: Creation of OEM service tests to
monitor a CERN service

Hosts | Databases | Middleware | Web Applications | Semvices | Systems | Groups | Virtual Servers | All Targets
Generic Service: J?EEPS senvice =
Service Tests and Beacons

Specify the service tests and beacons to monitor the availability and performance of your semvice. [_OK )
Tip
Soolis L= m This page allows you to add, remove. and edit
All enabled semvice tests in by the beacons shown below. senvice tests and beacons for your service, but
= = = = = ——— availability 15 defined on a separate page.
_verify Service Test )| Enable ) Disahle )| Remave ) view ) Edit ) | Test Type | CalDAV v | Add )
Moo Cordoe To change the availability definition for your
Select Service Test Test Type Enabled Status Test senice, click "Availability Definition” under
! } n Related Links.
® Shibboleth j2eeps Web Yes @ ] Fated Hnks
Transaction
O |containers hosting using apps Weh Yes i1 ¥
Transaction
O httpd at j2eeps cern.ch - senice proxy Web Yes ® ]
Transaction
O Imxmc on j2eeps01 - jmx monitor of the user Web Yes @) ]|
tomcats Transaction
Beacons \

Specify the beacons that will execute the service tests.

(_Remowe ) Edit ) | |_Add )| Create |

Operating Key
Select Name Version System Status Beacon

® J2EEPS beacon 10.2.05.0 Linux i)
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= Performed EM service tests — Test types:

= Web Transactions:
v'SSO: CERN authentication
v Form authentication: AIS login
v'Realm: Tomcat Realm

= JDBC SQL Timing
= LDAP
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= Example of service test — Type Web Transaction
E::jléﬁllt—rﬁfﬂtemfise Manager 104 Home ) Targets Deployments 7 Alerts 7 Cumﬁﬂce%\ H_I?SDDL?;LUE

Hosts | Databases | Middleware | Web Applications | Services | Systems | Groups | Virtual Servers | All Targets
Generic Service: cernauthen service > Service Tests and Beacons > Edit Service Test cernauth serviceTest >

Edit Step: Find application - J2EE Public Service

(Cancel ) [ Continue )

¥ Input Parameters

Monsensitive Parameters Name Value
\V_CTLOOSCONTENTPLACEHOLDER1| = [Imorenol |4k
Example: Mame = USR, Value = jgmith. During playback, "[USR]" in the URL or POST Data fields will be substituted with “jsmith™.
Sensitive Parameters Name Value

|V_CTL[JU$CONTENTF'LACEHDLDER1

Values are masked. Reentry of values for Sensitive Parameterzs iz required when the URL iz changed or a new sensitive paramster reference is adde

¥ Request

* URL |https:f.-“j.?eepstest_cern_ch.Fjpstest.-‘centraI

HTTP Method

POST Data bshgy\.}'
HTTP Headers [=Show
Recorded Query Parameter |

Thig ie uged by version 10.2.0.3 or earlier beacons.

Request Mode |UserActiDn V|
¥ Actions
DHTML Secript | type v | |newValue="[v_CTLO0SCONTENTPLACEHOLDER1STXTFORMSLOGIN]" name="ctl005C| <k
| type | |newValue="[v_CTLOOSCONTENTPLACEHOLDER1STXTFORMSPASSWORD]" name="¢ = [
|mouseann V| |name="|:tIE][]$Cc|ntentF'Iac:eHnIdeH$btnFnrm5Lc|gin" | =2r T
|waitFarF‘ageTaLnad V| | | ar Ti
|waitForF‘ageToLnad V| | | ar i

This section is for informatien purpeses only. They are only used in Browser Simulation Mode.
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= Example of service test — Type LDAP

ORACLE Enterprise Manager 10g _ _ _ Setup Preferences Help Logout
Grid Control Home @aEN L8 Deployments Alerts Compliance |ohs Reports

Hosts | Databases | Middleware | Web Applications | Semices | Systems | Groups | Virtual Servers | All Targets
Generic Senvice: JZEEPS service = Service Tests and Beacons =

Edit Service Test: central database cluster

[ Cancel ) | Werify Service Test ) | 0K )

Test Type JDBC SQL Timing
Mame central database cluster

= Collection Frequency (minutes)

Test Parameters

Description

¥ Database Connection
* Connection Sting |jdhc-oracle thin' @(DESCRIPTION=(/

* Class String |uracle.jdhn:.driver.OracIeDriver |

¥ Credentials
* |Jsemame |jp5manager |

= Passwoard |""" |

Raole | |

¥ Guery

* Statement |select sysdate from dual
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OEM — Service tests and beacons

= Example of service test — Type JDBC SOL Timing

ORACLE Enterprise Manager 10g

Grid Control

Home YRELAE

Deployments

Alerts |

Setup Preferencez Help ngnut
Compliance ) |ahs B Feparts B

Hosts | Databases | Middleware | Web Applications | Semices | Systems | Groups | Virtual Servers | All Targets
Generic Senvice: J2EEPS service > Senvice Tests and Beacons =

Edit Service Test: Idap connection to CERNs Active Directory

Test Type LDAP

FMame Ildap connection to CERNs Active Directory

= Collection Frequency (minutes)

Test Parameters
# | DAP Host Address

= LDAP Port

*= LDAP User Mame

= LDAP Password

Total Mumber of Retries

Retry Interval {minutes)

= LDAP Search Filter

= | DAP Search Base

= | DAP Compare Attribute Name
= | DAP Compare Attribute Value
= | DAP Timeout (seconds)
Request Type

Authentication Mode

||:ernd|:.|:ern.|:h |
| 389
|jpsadhnm@u:ern.c:h |

| 3
| 5|

|CN=jpsadbrw |
|Chl:jpsadhnm:OU=Users.DU=Organi|
|cn |
|jpsadhn-.-‘ |

| 60|
Unsecured
Mone

Description

[ Cancel ) | Werify Service Test ) | OK )
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Main areas of activity
= Security
= Oracle Database Virtualization

= Joint Software Testing Program (mostly 11.2
database for the past 6 months)
= Monitoring
= Web applications monitoring using EM / beacons
= Database policies

CERN openlab — 2009 27



@) Increasing productivity at CERN with

Enterprise Manager Grid Control

0’0

Manuel Guijarro
Lucia Moreno

Chris Lambert
CERN

Oracle OpenWorld — October 2009

Manuel.Guijarro@cern.ch
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» Our Challenge )

= Minimize cost of monitoring growing
architecture

= Provide timely, standardized access to
meaningful information

= Enable pro-active management &
problem avoidance

= ldentify and remove configuration
exceptions




Conclusion: Increased productivity )

Furthermore... Grid control reduces
manpower needs by:

O

OW Of . O\

Providing centralized access to meaningful
iInformation

Enforcing compliance with our standards
Decreasing time consumed by daily operations

Reducing downtime by pro-active monitoring

Assisting DBAs in their tuning and performance
Improvement tasks

...and all with little additional effort even for a
constantly expanding IT infrastructure
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= Beta project around Oracle Weblogic
= Database virtualisation deployment
» 11.2 database deployment start

Future

CERN openlab — 2009



\

.l

CERN

openlab

Supporting Quotes

Outreach

= “Two of the main roadblocks of customer adoption of virtualization technologies has been the high cost and complexity of managing virtual environments and a lack of
tools to provide an application perspective,” said Richard Sarwal, Oracle senior vice president Product Development. "With added management capabilities for Oracle VM,

11.2 testing result

Oracle Enterprise Manager has taken a major step forward in helping our customers drive down the cost of managing applications in virtual environments *

= “CERN has been searching for a comprehensive vitualization management solution for some time. We recently evaluated Oracle Enterprise Manager's Oracle VM
Management Pack and we were impressed with its virtualization dashboard. It simplifies administrators’ jobs by providing an integrated solution for monitoring and
administration of virtual servers as well as tracking configuration relationships. We especially liked the ability to provision servers within minutes using templates and

live-migrate VMs. These management capabilities can greatly simplify virtual infrastructure management, reduce IT operations overhead, provide cost savings, and

reduce risk,” said

OOW conference

levels of system availability and performance,” said April Sims, Database Administrator, Southern Utah University.

UKOUG conference
Ph
Swiss Oracle User Group on Oracle 11

Technical brief

one conferences on OracleVM and EM

= “With the |atest additions for Oracle VM deployment and management, Oracle Enterprise Manager will enable us to manage both our existing physical environments and
new virtualized infrastructure from a single console. The virtualized Oracle grid infrastructure will allow us to maximize the use of server resources while maintaining high

CERN Computer
Newsletter article

Oracle Press release about OEM = =
manaaement to OVM server

database or physical “machine” as they

need to be on df

entversions of the

Oracle Press Release are of operating we

alsa need to “protect each of the database

instances from the others 3o that memary
can be guaranteed for a given imstance.
ing a smalier numbe: ers will
reduce the cost of hardware,

. . - andeccalpwer The
Oracle® Enterprise Manager E Manag t to Oracle VM Server Virtualization el inporant
e virtuslization layer was t an d enviconment, which was the Following these successful tests. we are
wewere waiting for eseywith 110 o grae
Provides Ci Top-Down for Virtual Envir with Unique Business Perspective Kwas deckiod bo contion Witk i tests ks Ocache VIA saistion ek U CERA faric

and compare RAC performance on Oracle
VMversus the native Xen set-up we tested

bectibrae b
n summary, these Oracle VM features, ors il continae o have on
Redwood Shores, CA— March 3, 2009 n:

relocate and distribute wirtual machines on
different naodes depending on the koad and

News Facts

Usch lnks.

CERN openlab: ipy/cern.ch/openlab

{rith opentab udent reports in
a1 Documents section)

o the operations 1o be performed.

new

Continuing to deliver on its top-down approach to T Oracle today
Cradle Enterprise Manager 10q Release § (10gR5). See related release dated taday

for Oracle® WM through the release of

VI Manager W, u

Oracle then certified this single
(November 2007) and RAC (September outs!
2008) databases in the Oracle VM-based  features initially provided by RAC

s virtualization at CERM openlab
ek spenta tabere nps
Centre,we started loaking st virtuaiation
n early 2006, The first project was

 the Oracle.

Oracl
nding addition to the high availability  virtu:
Raton Topuron snd e rancher,IL0KS

With the new Oracle VM Management Pack, Oracle Enterprise Manager 100RS provides a comprehensive management selution that spans the entire lifecycle of
and their virtual

asingle instance database ina viriual
machin (¥M), 33 well a5

The Oracle VM Management Pack helps customers accelerate the adoption of virtualization, enabling them to optimize IT resources, improve hardware utilization, main f on the possébility to run

streamline IT processes, and reduce costs — without adding the complexity and cost associated with multiple management tools

L AT node 1

openlab tests Oracle VM for
database service virtualization

Why dstabase virtualization
There is a combination of factors that leads.

Oracie Y Managas
Wl brewss b s iach

o] g s )

e VM Seever

=] ‘Mm

(" orseam, o e rawon. s

s

|_damu

Fig. 2. Arcl

Xen schedulers o alocate U sices S0

Customers can now manage both physical and vifual environments with a comprehensive top-down approach that provides a unigue business perspective, enabling the
understanding of user experiences and the business impact of IT issues, in addition to offering the besttools to manage each compenent in the stack individually.

diffever al machines, O successful
compl ..m-m;.mm we decided

servers wih

thus providing scalability and high
availability. High availabaity ﬂrhtmhn

o expand our tests,
e i Cheters (BAC 1 sech an
RAC -3 Orale tecrology widely
used at € anit

o sevaral iysicl machnes 19
wark as a single clustered database,
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iR less workload-intensie infrastructure
databases, which also leads 1o

ent, thus utilizing more of the

AC in 3 virualized

ma:Orcke VM Masogerand Ovcle VM Servr eve nslaled oo separsie
by the management server and Oracle M Agen.

hardware without comgromising the high
availabiiry features (see Rgure 1)

The concept of RAC on VM was proved
to be successful by opentab summer
Student Maria Leitner in 2007. She created
a cluster database inside a single physical
host with Red Hat Enterprise Linux & as
3 base operating system. The setup was
quite stable and the performance lass.




